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Universidad Nacional Autónoma de Ḿexico, Apartado Postal 48–3 62251 Cuernavaca, Morelos,
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Abstract. Euclidean systems include poly- and monochromatic wide-angle optics, acoustics,
and also infinite discrete data sets. We use a recently defined Wigner operator and
(quasiprobability) distribution function to set up and study the phase-space evolution of these
models, subject to differential and difference equations, respectively. Infinite data sets and two-
dimensional monochromatic (Helmholtz) fields are thus shown by their Wigner function on a
cylinder of (2π ) direction and location; the Wigner function for polychromatic wavefields has
R3 ‘c-number’ coordinates of (two-dimensional) wavenumber and position.

1. Introduction

This section reviews the Wigner operator and function that we introduced [1] to generalize
the commonly used Wigner function on phase space. We examine the Newton equation as a
starting point for embedding physical models into Lie algebras and present the organization
of this paper.

1.1. Definition of the Wigner operator and Wigner function

Consider a Lie groupG with N generatorsXn, n = 1, 2, . . . , N , in which its elementsg[γ ]
are parametrized inpolar coordinates

g[γ ] = exp(iγ>X) = exp

(
i
N∑
n=1

γnXn

)
(1.1)

with γ in a regionRG ⊂ RN . The group identity isg[0] and we regardγ as a column
vector. Polar parameter arguments will be indicated by brackets.

The Wigner operatorWG(x), of a column vectorx ∈ RN , is given [2] by

WG(x) =
∫
RG

dg[γ ] exp(−iγ>x)g[γ ] =
∫
RG

dg[γ ] exp

[
i
∑
n

γn(Xn − xn)
]

(1.2)

where
∫
RG

dg[· · ·]γ is the Haar integral with respect to the invariant measure overG.
A physical model is introduced by providing a Hilbert spaceH ⊂ L2(G) of

wavefunctionsφ,ψ , with inner product(φ, ψ)H. HereH is a homogeneous space for
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G under unitary right group actiongψ(h) = ψ(hg), and where the real spectra of the self-
adjoint generatorsXn is endowed with a physical intepretation. We thus build the following
sesquilinear functional ofφ,ψ ∈ H, which is also a function overx ∈ RN ,

WG(φ,ψ |x) = (φ,WG(x)ψ)H (1.3a)

that we have called theWigner functionoverG. Whenφ = ψ , as is often used, we shall
simply writeWG(ψ |x).

In the caseH = L2(G), writing g′ = g[γ ′], the Wigner function can be expressed
generically as

WG(φ,ψ |x) =
∫ ∫

RG

dg[γ ] dg[γ ′]φ(g′g−1/2)∗ exp(−iγ>x)ψ(g′g+1/2) (1.3b)

where in polar coordinatesgα[γ ] = g[αγ ]. Most models will use homogeneous spaces
which are coset spaces of the group, soψ(hg) = ψ(g) is a function of fewer than theN
coordinates (1.1) of the group. Equations (1.3) may be used to find the reduced form of the
Wigner function in those cases.

1.2. Covariance

The Wigner operator and function arecovariant: since the column vector of generators of
G in (1.1) transforms as a row vector under theN ×N adjoint representation of the group,
i.e. by the matrixDad(g)>, the polar coordinates transform as

g−1
0 g[γ ]g0 = exp(iγ>(g−1

0 Xg0)) = exp(iγ>Dad(g0)
>X)

= exp(i(Dad(g0)γ )
>X) = g[Dad(g0)γ ]. (1.4)

We regard thusγ as a column vector.
Due to the invariance of the Haar integral

∫
G

dgf (g) = ∫
G

dg f (gg0), the Wigner
operator (1.2) has the property

g−1
0 WG(x)g0 =WG(Dad(g0)x). (1.5)

If T (g0) is the group representation in the Hilbert spaceH, then the property of covariance
of their Wigner function is

WG(T (g0)φ, T (g0)ψ |x) = WG(φ,ψ |Dad(g0)x). (1.6)

This argument also holds true when the group of automorphisms of the Lie algebra ofG

is larger thanG itself. Such are the cases of the Heisenberg–Weyl algebra under linear
symplectic transformations, and the Euclidean algebra under SO(2,1) relativistic ones.

1.3. Irreducible representations and Wigner functions

When the functionψ over the homogeneous spaceH considered in (1.3a) is decomposed
into unitary irreducible representations (unirreps)λ ∈ Ĝ (whereĜ is the space of unirreps
with Plancherel measure dµ(λ)), as ψ(h) = ∫

Ĝ
dµ(λ)ψλ(h), then the Wigner function

will decompose accordingly. This is so because the Casimir operator commutes with all
g[γ ] ∈ G, and will thus also commute with the Wigner operator (1.2). Finally, since the
inner product overH in (1.3a) is zero unless both functions belong to the same unirrepλ,
it holds that

WG(φ,ψ |x) =
∫
Ĝ

dµ(λ)(φλ,WGψλ)H =
∫
Ĝ

dµ(λ)WG
λ (φλ, ψλ|x). (1.7)



Wigner distribution function for Euclidean systems 3877

GenerallyWG
λ (φ,ψ |x) assumes an analytic and more manageable form because the group

action indicated involves well known unirrep matrix elements given in terms of special
functions.

1.4. Heisenberg–Weyl and SU(2) systems

In [2] it was shown that whenG is the Heisenberg–Weyl group of quantum mechanics
(QM), the above construction leads to the commonly known Wigner distribution function
[1]

WQM(φ, ψ |q, p, h̄) = 1

2πh̄

∫
R

dxφ

(
q − 1

2
x

)∗
e−ixp/h̄ψ

(
q + 1

2
x

)
(1.8)

usually written forφ = ψ . In [2] the three generators of the Heisenberg–Weyl group
were used in the model of polychromatic paraxial optics. There, the reducedwavelength
λ/2π ∈ R− {0} is the spectrum of the central generator (multiplication byλ̄). In the QM
model, nature is constrained to the fixed irreducible representation ¯h of the Heisenberg–Weyl
group.

In [3, 4], we examined the group SU(2), whose representations` provided the(2`+1)-
dimensional homogeneous spaces of finite data sets{ψm}`m=−` in a finite waveguide model.
The physical realization of this model is a multimodal optical waveguide which is capable of
carrying only a finite number of modes (a finite oscillator), and whose wavefield is sampled
at most at the same number of sensors across the guide.

In the two groups studied, the Wigner function (1.3) depends on three group parameters.
Indeed, whereas the common QM Wigner function (1.4) is usually seen as a phase-space
construction, our formulation of Wigner functions is endowed withc-number arguments
equal in number to the parameters of the group.

1.5. Euclidean systems

The purpose of this paper is to build and examine the Wigner function (1.3) for several
physical models for which the Euclidean group of rigid motions of the 2-plane serves as a
dynamical symmetry group. These systems obey thefree Newtonequation. In this classical
equation we replace time derivatives by a Lie bracket with aHamiltonianevolution operator
H ,

q̈ = 0H⇒ [H, [H,Q]] = 0. (1.9)

Themomentumoperator is, by definition, the Lie bracket ofH with the position operator
Q, times−i, that is,

[H,Q] = −iP. (1.10)

This is the first Hamilton equation, whose content is purely geometrical. Equation (1.9)
thus becomes the second Hamilton equation,

[H,P ] = 0 (1.11)

which contains the dynamics of the system. Nothing has been said so far about the Lie
bracket [Q,P ]. If we require thatQ, P andH close into a Lie algebra (thus assuring that
the system is integrable), the Jacobi identity implies that

[H, [Q,P ]] = 0. (1.12)
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Newton’s free equation (1.9) is satisfied when [Q,P ] commutes withH . QM takes
this to beh̄1 and leads to the familiar free-particle model withH ∼ 1

2P
2. Our choice here

is to propose [Q,P ] to be alinear function ofH , and the Lie algebra

[Q,P ] = −iH [Q,H ] = iP [P,H ] = 0. (1.13)

This is the Euclidean algebrae2 = iso(2) of the Lie groupE2 = ISO(2). We thus call
the systemsEuclidean. Note that the Wigner function onE2 can also be used to describe
systems whose Hamiltonian belongs to theenvelopingalgebra ofE2.

1.6. Outline

It will serve the scope of this paper to start section 2 with a study of the ‘trivial’ Lie groups
of a single generator. In this case the Wigner function (1.3) is a function of a single variable
and the formalism reveals some basic features of our construction. Section 3 collects several
elementary results on the three-parameter Euclidean group ISO(2) that will be needed in
the rest of the paper.

Two distinct Euclidean optical models are studied: the discrete model in section 4, and
the related 2π wave and Helmholtz models in section 5. Discrete two-dimensional optics
refers to homogeneous medium where a linear array of sensors samples a monochromatic
field; in effect, the Lie algebra includes difference operators and the construction is
applicable to general infinite, discrete data sets. ‘Gaussian’ beams in particular, are examined
and plotted for both optical models. We plot the Wigner function of 2π -wavefields on
the surface of a cylinder, which plays the role of the natural phase space for Euclidean
systems. This allows us to recognize wide-waist or wide-angle Gaussian beams, as well
as the interference phenomenon (Moiré pattern) for two such beams in Schrödinger-cat-like
wavefields. Finally, section 6 offers some conclusions and directions of research for Wigner
functions on other Lie groups.

2. Wigner function on one-parameter groups

We first examine the Wigner operator and Wigner function on one-parameter Lie groups:
the group of translations T(1) of the real lineR, and the group of rotations SO(2) of the
circle S1. Although apparently trivial, this will evince some basic properties of Wigner
functions on the groups whose semidirect product is the Euclidean group,E2 = ISO(2).

2.1. One-dimensional translations

The T(1) group elementsg[γ ] = exp(iγQ), γ ∈ R, have product lawg[γ1]g[γ2] =
g[γ1 + γ2], unit elementg(0), and inverseg[γ ]−1 = g[−γ ]. The Haar measure is simply
dγ . The Wigner operator (2.2) on T(1) is

WT(1)(x) =
∫
R

dγe−ixγ g[γ ] (2.1)

with x ∈ R. In the Hilbert spaceL2(R), the position realization is characterized by the
single diagonal generatorQ, i.e.

g[γ ]ψ(q) = eiγ qψ(q) q ∈ R. (2.2)

In this case, the Wigner function (2.3) is of a single variable,

WT(1)(φ, ψ |x) =
∫
R

dqφ∗(q)
∫
R

dγeiγ (q−x)ψ(q) = 2πφ∗(x)ψ(x). (2.3)



Wigner distribution function for Euclidean systems 3879

In T(1) thus, we have simplyWT(1)(ψ |x) = 2π |ψ(x)|2; a real, positive function.

2.2. One-dimensional rotations

In the case of SO(2), whereg[γ ] ≡ g[γ + 2π ], and γ ∈ (−π, π ], the Wigner operator
is as (2.1) but with the range of integration overS1, and the position realization of the
group is over the set ofintegersm ∈ Z, so the Hilbert space of wavefunctions is`2(Z):
square-summable sequences on the integers,

g[γ ]ψm = eiγmψm m ∈ Z. (2.4)

The Wigner function (2.3) is thus given by

WSO(2)(φ, ψ |x) =
∑
m∈Z

φ∗m

∫
S1

dγeiγ (m−x)ψm. (2.5)

For x not integer, the integrand in (2.5) is multivalued on the circle; if the integral is taken
over c − π < γ 6 c + π , there will appear a phase factor eic(m−x). To have a real Wigner
function forφ = ψ (below), we should integrate as

∫
S1
= ∫ π−π . Thus (2.5) becomes

WSO(2)(φ, ψ |x) = 2π
∑
m∈Z

φ∗m sinc(π(m− x))ψm (2.6)

where sincρ = ρ−1 sinρ is the sinus cardinalisfunction. We thus see that although the
wavefunctions are defined over a discrete set, the Wigner function interpolates its values by
the sinc-smoothing common in Fourier wave optics [5]. In figure 1 we show the Wigner
function WSO(2)(ψ |x) of a simple ‘signal’{ψm}m∈Z. Note that there are small intervals
(that do not include the integers) where the Wigner function isnegative; that is why it
is called aquasiprobability distribution function. In this simple SO(2) case, the origin
of negativity is simply the behaviour of the interpolating sinc function. At integer points
sincπ(m− x) = δm,x is a Kronecker delta. The only signal for which the SO(2) Wigner
function is everywhere positive isψm = constant.

2.3. Functions on the circle

The only realization of SO(2) with the diagonal generatorQ is (2.2), for functionsψm on the
integers. These are the Fourier series coefficients of functions on the circle. To represent
(2.4) in a form involving square-integrable functions on the circleφ◦, ψ◦ ∈ L2(S1), we
write

φm = 1√
2π

∫
S1

dθφ◦(θ)e−imθ φ◦(θ) = 1√
2π

∑
m∈Z

φmeimθ (2.7)

obtaining

WSO(2)(φ, ψ |x) =
∫
S1

dγe−iγ x(φ0∗ ∗ ψ◦)[γ ] (2.8)

where∗ is the convolution overS1. (Again we note that the exponential function in (2.8)
is not periodic, i.e. single-valued, onS1.)

Thus inL2(S1), the generatorQ has the (non-diagonal) form−id/dθ , and generates
properrotations: g[γ ]ψ◦(θ) = ψ◦(θ + γ ). By covariance (1.6), we see that

WSO(2)(g(α)φ, g(α)ψ |x) = W ◦(φ, ψ |x). (2.9)

The Wigner function does not, therefore, distinguish between neither wavefunctions on the
circle that are rotated byα, nor functions on the integersZ multiplied by phases eimα. We
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Figure 1. (a) A function ψm on the integersm ∈ Z. (b) Its Wigner functionWSO(2)(ψ |x) of
the continuous variablex (marked at the integer points, where it is|ψm|2). Note that there are
small intervals where the Wigner function is negative.

conclude that any dynamical process generated by a self-adjoint Hamiltonianh(Q) (such
as±Q itself for wave propagation in a one-dimensional medium) leaves the SO(2) Wigner
function invariant.

On the other hand, there are dynamical processes, such as heat diffusion in a conducting
ring, generated by the non-unitary operator exp(−τQ2), which do change the shape of the
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Wigner function. In`2(Z) this multiplies eachψm, m ∈ Z by a factor

2m(τ) = exp(−m2τ) (2.10a)

to produceψm(τ) = ψme−m
2τ . The corresponding functions on the circle convolve with the

diffusion kernel ([6, pp 170, 198et seq.], see figure 4.13)

2(θ; τ) = 1√
2π

∑
m∈Z

e−m
2τ+imθ = 1

2π
ϑ3

(
1

2
θ, e−τ

)
(2.10b)

whereϑ3(·, ·) is the third Jacobi theta function [7]. These expression will be used below
for Gaussians beams in optical wavefields.

3. The Euclidean algebra and group

In this section we review some useful properties of the two-dimensional Euclidean algebra
e2 and groupE2, in order to fix notation and gather some formulae that will be necessary
to find the Wigner function on the Euclidean group.

3.1. Realizations of the Euclidean algebra

On the Hilbert space of square-summable sequences`2(Z), the Euclidean algebra (1.14) has
a representation by self-adjoint difference operators with diagonalQ, given by

QZψm = mψm P Zψm = −i 1
2k[ψm+1− ψm−1] HZψm = 1

2k[ψm+1+ ψm−1]

(3.1)

for anyk > 0. Through the synthesis of Fourier series (cf section 2.3), we have the following
self-adjoint (multiplier) realization on differentiable functionsψ(θ) dense inL2(S1),

QS = −i
d

dθ
P S = k sinθ H S = k cosθ. (3.2)

These are two realizations of the unitary irreducible representationk of the Euclidean group,
characterized by the valuek2 of the quadratic invariant operatorP 2+H 2, which plays the
role of the Casimir operator forE2. The Plancherel integral and measure over the harmonic
conjugate unirrep space is

∫∞
0 k dk . . ..

The prototypical realization of the Euclidean algebra, acting on differentiable functions
f (x) over the two-dimensional planex = (x1, x2), dense inL2(R2) and containing all
unirreps, is given by the well known self-adjoint operators

QR
2 = −i

(
x2

∂

∂x1
− x1

∂

∂x2

)
PR

2 = −i
∂

∂x1
HR2 = −i

∂

∂x2
. (3.3)

The connection between the realizations (3.1)–(3.3) will be given below.

3.2. Group manifold in coset coordinates

Rigid motions of the plane can be parametrized by one rotationρ ∈ S1 and two orthogonal
translationss = (s1, s2) ∈ R2, that we conveniently treat as a two-dimensional row vector.
We shall use the following presentation:

g {ρ; s} = g {ρ; 0} g {0; s} = exp(iρQ) exp(i[s1P + s2H ]) −→ Dad(g {ρ; s})

=
( 1 s1 s2

0 cosρ − sinρ
0 sinρ cosρ

)
. (3.4)
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We call thesecosetcoordinates and indicate function arguments of them bybraces. The
product of two Euclidean group elements in coset coordinates is simplest:

g {ρ; s} g {ρ ′; s′} = g {ρ + ρ ′; sR(ρ ′)+ s′} R(ρ) =
(

cosρ − sinρ
sinρ cosρ

)
. (3.5)

The unit element ise = g {0; 0}, associativity holds, and the inverse ofg {ρ; s} is
g−1 {ρ; s} = g {−ρ;−sR(−ρ)}.

The Euclidean group is the semidirect product of two subgroups: the SO(2) subgroup
of rotations,g {ρ; 0}, ρ ∈ S1, and the T2 translation groupg {0; s}, s = (s1, s2) ∈ R2.
Figure 2 shows the realization of the Euclidean group of motions of the plane in the coset
decomposition (3.4), (3.5): given astandard frame, each group element maps it to a distinct
frame with origin ats and rotated by the angleρ. We can picture the three-dimensional
manifold of g {ρ; s} as the set of all such rotated frames in 2-space. Aright cosetby the
first of these groups is the (equivalence) set{g {ρ; s}}ρ∈S1 of frames with the same origin
s. The space of cosetsis thuss ∈ R2, i.e. the set of origin points in the plane. In these
coordinates, the invariantHaar integral is∫

E2

dgf (g) =
∫
S1

dρ
∫
R2

ds1 ds2f {ρ; s1, s2} . (3.6)

3.3. Group manifold in polar coordinates

The groupE2 also has the following presentation inpolar coordinates:

g[ρξ] = exp i(ρQ+ ξ1P + ξ2H) −→

Dad[ρ; ξ] =
( 1 ξ1 sincρ + ξ2(

1−cosρ
ρ

) −ξ1(
1−cosρ
ρ

)+ ξ2 sincρ
0 cosρ − sinρ
0 sinρ cosρ

)
(3.7)

where we indicate polar coordinates by the brackets. From (3.4) and (3.7), we find
that ξ1 = 1

2ρ(s1 cot 1
2ρ − s2) = s sin(σ − 1

2ρ)/ sinc 1
2ρ and ξ2 = 1

2ρ(s1 + s2 cot 1
2ρ) =

s cos(σ − 1
2ρ)/ sinc 1

2ρ, where we define the polar coordinates of the vectors by (s1, s2) =
(s sinσ, s cosσ) = s[s, σ ].

Figure 2. The group elementg {ρ; s} ∈ E2 in the coset parametersρ ∈ S1, s ∈ R2, is pictured
as the standard frame at the origin (boldface), translated bys and rotated byρ.

From (3.6) and (3.7) follows the invariant Haar measure and integral in polar coordinates,∫
E2

dgf (g) =
∫
S1

(sinc 1
2ρ)

2 dρ
∫
R2

dξ1 dξ2f [ρξ1, ξ2]. (3.8)

This integral is needed to build the Wigner operator (1.2).
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3.4. Wigner operator onE2

Let us call(q, p, h) ∈ R3 the real numbers that we make correspond to the generatorsQ,
P andH of the Euclidean algebra. Then, the Wigner operator (1.2) is written in polar
coordinates as follows

WE2(q, p, h) =
∫
S1

(sinc 1
2ρ)

2 dρ
∫
R2

d2ξ exp[−i(qρ + pξ1+ hξ2)]g[ρξ]. (3.9)

In this paper we find it more convenient to use coset coordinates. The Wigner operator
(3.9) is re-expressed by rewriting the exponent in coset coordinates. Using radii and angles,
defined by(p, h) = (r sinα, r cosα) = r[r, α], the Wigner operator is

WE2(q, r[r, α]) =
∫
S1

dρ
∫ ∞

0
s ds

∫
S1

dσ

× exp

[
−iρ

(
q + rs cos(α − σ + 1

2ρ)

2 sin 1
2ρ

)]
g {ρ; s[s, σ ]} . (3.10)

This operator can be applied to functions over the group, or over any homogeneous space
under the group, and integrated with a second such function, to produce their mutual Wigner
function (1.3).

4. Euclidean discrete optics

Euclidean optics contain at least two models: the realization (3.1) of the Euclidean algebra
by difference operators on the Hilbert space`2(Z) leads naturally to thediscretemodel of
this section; the realizations (3.2) and (3.3) onL2(S1) correspond to the ‘continuous’ wave
optics model, including Helmholtz optics for a definite unirrep, that will be examined in the
next section.

4.1. The discrete model

The operatorQ is associated to the position variable of Euclidean systems that satisfy
Newton’s equation̈q = 0 in (1.10). The corresponding Lie–Newton equation involves the
double commutator of operators, acting on`2(Z) wavefunctions that are infinite column
vectorsψ = {ψm}m∈Z (where we omit theZ superscript). This equation in the discrete
optics model is

[H, [H,Q]]ψ = (HHQ− 2HQH +QHH)ψ = ψ̈ = 0 (4.1a)

i.e. ψ̈m = 1
4k

2[(mψm+2+ 2mψm +mψm−2)− ((m+ 1)ψm+2+ 2mψm
+(m− 1)ψm−2+ (m+ 2)ψm+2+ 2mψm + (m− 2)ψm−2)] ≡ 0. (4.1b)

This is satisfied identically by the generators (3.1), namely

Qψm = mψm m ∈ Z (4.2a)

Pψm = −i 1
2k(E

↑ − E↓)ψm Hψm = 1
2k(E

↑ + E↓)ψm (4.2b)

where

E↑↓ = k−1(H ± iP) E↑↓ψm = ψm±1. (4.3)

Therefore the operators of the algebra are self-adjoint under the usual inner product
(ψ,φ)`2 =∑m∈Z ψ

∗
mφm.
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Notice very carefully that the discrete Lie–Newton equation (4.1) for anyψm involves
only its second-neighbour pointsψm±2, and not at all the first-neighbour onesψm±1. We
conclude that the subvectors{ψm}m even and {ψm}m odd are two independent solutions for
discrete homogeneous optical media. The quadratic invariant operator in the realization (3.1)
is a fixed multiple byk ∈ R+ of the unit operator iǹ 2(Z),

K2 = P 2+H 2 = k21. (4.4)

Its eigenvaluesk2 > 0 classify the unirreps ofE2. The Plancherel direct integral and
measure is

∫∞
0 k dk · · ·. The k = 0 representation (limit of geometric optics) has zero

measure by this decomposition.
The `2(Z)-normalized eigenfunctions of the position operatorQ in this model are the

localized statesψ(m0) = {ψ(m0)
m }m∈Z, whereψ(m0)

m = δm0,m, corresponding to the integer
eigenvaluesm0 ∈ Z. In the discrete model, the physical position values areq = m/k = mλ̄,
where λ̄ = λ/2π = 1/k is the reduced wavelengthof the wavefield; we understand these
as the ‘sensor’ points of the field amenable to observation.

4.2. Evolution of the discrete wavefield

Consider the evolution of wavefunctions under the operator exp(izH)ψm (wherez has units
of 1/k = -λ so the exponent be dimensionless). We identifyz with the translation parameter
along an ‘optical axis’ which is perpendicular to the axis of positions in a two-dimensional
physical medium. We compute

(Hnψ)m = kn

2n

n∑
j=0

(
n

j

)
(E↑jE↓(n−j)ψ)m = kn

2n

n∑
j=0

(
n

j

)
ψm+2j−n (4.5)

to find thepropagator of discrete Euclidean optical systems,

ψm(z) = (exp(izH)ψ)m =
∑
n∈Z

inJn(kz)ψm+n. (4.6)

4.3. Wavefield values and normal derivatives

Recall that at even and odd pointsm, the ψm’s satisfy independent second-order wave
equations. Note that sinceJ−n(kz) = (−1)nJn(kz) = Jn(−kz), the factor ofψm+n in (4.6)
with n even, is even underz-reflection, and odd forn odd. This symmetry corresponds to the
evolution of initial values and of initial normal derivatives in a wave medium, respectively
{ψm}m even and{ψm}m odd. Consider the initialGaussianwavefunction in`2(Z) given by

Γωm0,α
=
∑
m

0ωm−m0
eimαψ(m) 0ωm = exp(−m2/2ω) (4.7)

centred atm0 = 0, of angleα = 0, and of widthω. Hereψ(m) are the basis vectors, which
in the realization (2.7) are eimθ . In figure 3(a) we interpolated graphically between integer,
evenm’s, while figure 3(b) shows the waveforms obtained from interpolation between the
companion odd values ofm.

The interpretation of initial values and normal derivatives on alternating even and
odd points in discrete system appears novel; it is further supported by the following
consideration: thez-derivative of the exponential series reproduces the series, acted upon
by iH . At z = 0, the normal derivative ofψ is

ψ ′m =
∂

∂z
ψm(z)|z=0 = i(Hψ)m = i 1

2k(ψm+1+ ψm−1). (4.8)
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Figure 3. Discrete waveforms in theq–z plane obtained from the initial conditionψ(0) (a
single 1 atm = 0) underz-evolution generated by the discrete optical Hamiltonian (4.6). (a)
Interpolating linearly between even-m points; and (b) between odd-m points. The former are
intepreted as field values and the latter as thez-normal derivatives.
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The dichotomy of alternating points reminds us of the 2N classical position and momentum
variables of finite mechanical vibrating lattices ofN masses [6] on one hand, and of the
determination of Helmholtz wavefields by two functions: values and normal derivatives, on
a (continuous) line, on the other hand. This dichotomy is preserved under translations of
the plane, sinceg {0; s} commutes with exp(izH) (see (3.4)–(3.7)), but not under rotations
of the planeg {ρ; 0}. These observations apply for other discrete systems governed by
second-order differential-difference Newton equations.

4.4. Wigner matrix in discrete optics

In thisE2 model of discrete optics, the sensors read the field valuesψm. To find the analytic
form of the Wigner function we need the action ofE2 on the basis{ψ(m)}m∈Z.

Under rotations of the plane generated byQ, vectors ψ ∈ `2(Z) transform as
g {ρ; 0}ψm = eimρψm. Under translations along thez-axis byH , the action was found in
terms of the Bessel functions in equation (4.8). Translations bys along any line with angle
σ (anticlockwise from thez-axis) are thereby produced through the similarity transformation
g {−σ ; 0} g {0; 0, s} g {σ ; 0} = g {0; s sinσ, s cosσ }. In coset coordinates (3.4) we write

g {ρ; s sinσ, s cosσ }ψm =
∑
n∈Z

Ekm,n {ρ; s sinσ, s cosσ }ψn (4.9a)

where

Ekm,n {ρ; s sinσ, s cosσ } = im−neimρJm−n(ks)ei(n−m)σ (4.9b)

are the unirrep matrix elements. In [9], sections 4.1.2, 4.1.3 and 4.4.1, we denote them by
E instead ofD and use a different phase convention. Note that equation (4.6) is a particular
case of equation (4.9) whenσ = 0= ρ.

The orthonormal basis of localized wavefunctions,{ψ(m)}m∈Z, allows us to write vectors
asφ =∑m∈Z φmψ

(m). The Wigner function can then be written as

W(φ,χ|q, p, h) =
∑
m,n∈Z

φ∗mWm,n(q, p, h)χn (4.10a)

where theWigner matrixWm,n(q, p, h) is obtained by inner product of the Wigner operator
between the basis statesm andn,

Wm,n(q, p, h) = (ψ(m),W(q, p, h)ψ(n))`2(Z). (4.10b)

In (3.10), the abstract group elementg {ρ; s[s, σ ]} is replaced by the unirrep matrix elements
(4.9),Ekm,n {ρ; s[s, σ ]}; the rightmost integral is

1

2π

∫
S1

dσ exp

(
−irs

cos(α − σ + 1
2ρ)

sinc 1
2ρ

)
ei(n−m)σ = im−nei(n−m)(α+ρ/2)Jn−m(rs/ sinc 1

2ρ).

(4.11a)

Next, the radial integral is performed overs; its integrand has two Bessel functions: one
Jm−n(ks) and another from (4.11a). We recall the formula∫ ∞

0
s dsJn(k1s)Jn(k2s) = k−1

1 δ(k1− k2) (4.11b)

to reduce the Wigner matrix elements to

Wm,n(q, r[r, α]) = ei(n−m)α 2π

k

∫
S1

dρδ

(
r

sinc 1
2ρ
− k

)
exp(iρ[ 1

2(n+m)− q]). (4.12)
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(Again the integrand is not 2π -periodic inρ.) The Diracδ picks out the symmetric roots

sinc 1
2(±ρ0) = r/k. (4.13)

Since the maximum value of the sinc function is at sinc 0= 1, when r > k there is
no root and the Wigner function is zero. For 0> r > k the sinc function in (4.13)
provides one or more pairs of roots±ρ0, since sinc1

2τ , τ > 0 has maxima atτmax
n =

0, 5π, 7π, . . . , (2n+1)π, . . . (n = 1, 2, 3, . . .) with values 1, 2/5π, 2/7π, . . . ,2/(2n+1)π .
If r/k < 2/(2n + 1)π , (4.13) will provide a couple of rootsρ0 due to thenth maximum,
and also a couple around all otherτmax

m , 1 < m < n, plus one root in the central positive
lobe of the sinc function, i.e. the interval 0< τ < 2π .

Since the angleρ corresponds to the rotation angle of the standard frame in figure 2,
we see that its extension beyond the basic interval−π < ρ 6 π of the circleS1 presents
features similar to the SO(2) case studied in section 2.2. The interpretation we follow here
is that we can choose thedouble covergroup ofE2, denotedE(2)2 and characterized by
−2π < ρ < 2π , to accomodate for the main lobe of the sinc function with a single pair
of roots of (4.13) for 0< r < k at ±ρ0 in that interval. Finally, whenr/k = 1, the two
symmetric roots±ρ0 coalesce to a double root at 0. The Wigner matrix elements onE

(2)
2

are thus found in closed form:

Wm,n(q, r[r, α]) =

 ei(n−m)α 4πrρ0

k2

sin 1
2ρ0 cosρ0(

1
2(n+m)− q)

r − k cos1
2ρ0

r < k

0 r > k.

(4.14a)

When r approachesk from below, thenρ0 ∼
√

24(1− r/k), and the Wigner function has
the singularity

lim
r→k−

Wm,n(q, r[r, α]) = 24π√
6k3/2

ei(n−m)α
√
k − r (4.14b)

which is integrable inr and ink over
∫ k

0 r dr and
∫∞

0 k dk. Indeed, below we shall integrate
(4.12) overr first, so the Diracδ will set r = k sinc 1

2ρ with ρ in the same interval.

4.5. Marginal distribution of the Wigner function on the cylinder

The Wigner function (4.10)–(4.14) of this discrete wavefunction should be plotted in three-
dimensional space; as shown in figure 4, it is zero outside the cylinder of axis(q, 0, 0)
and radiusk =

√
p2+ h2, which is determined by the unirrep labelk = -λ−1 ∈ R+, the

wavenumber of the field. The Wigner function oscillates strongly with the radiusr, except
for a stationary pointq = m0/k at the centre of the wavefunction, and has an inverse-square-
root singularity at the surface of the cylinder. For the model at hand, this indicates that three
dimensions is more than needed—and convenient—for plotting the Wigner function. InD-
dimensional quantum mechanics (D > 2), two common resorts are to slice or to project the
Wigner functions onto lower-dimensional spaces; the latter are themarginal distributions.
In [3, 4] we used the former for SU(2), having found that the largest values of the Wigner
function are in a spherical shell between radii` and ` + 1, with an absolute maximum at√
`(`+ 1); so we chose there to present the plots of the Wigner function on that spherical

section. Now, theE(2)2 group is the contractionc → 0 of SU(2) with ` = k/c → ∞ and
anglesθ = s/` becoming the translation parameters. The result of this contraction is that
the SU(2) Wigner function will concentrate on the boundary of the limit cylinder, producing
the (r − k)−1/2 sigularity. (Further study of this and the Heisenberg–Weyl limits will be
considered elsewhere.)
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Figure 4. The Wigner functionW(ψ|q, p, h) on three-dimensional space(q, p, h) is different
from zero inside a cylinder whose axis is(q, 0, 0) and whose squared radius isp2 + h2 = k2,
determined by the unirrep labelk = -λ−1 ∈ R+. On the surface of the cylinder there is an
inverse-square-root singularity.

To visualize the information contained in the Wigner function on(q, p, h), our strategy
here will be to project it onto amarginal distributionon lower-dimensional subspace. We
have found particularly attractive the radial projection of the plane(p, h) = r[r, α], i.e.
integrating overr and using dr = dρ(k cos1

2ρ0− r)/ρ0

M(φ,χ|q, α) =
∫ ∞

0
r drW(φ,χ|q, r[r, α]) = 4π

∑
m,n∈Z

φ∗mei(n−m)αZ( 1
2[n+m] − q)χn

(4.15a)

where (cf equation (2.6))

Z(µ) =
∫ 2π

0
dρ(sinc 1

2ρ)
2 cosµρ. (4.15b)

In figure 5 we show the marginal distribution (4.15) of the ‘Gaussian’ vector (4.7) as a
function of q ∈ R andα ∈ S1. The functionZ(µ) in (4.15b) is shown in figure 6; it has
a role very similar to the sinc interpolant of the Wigner function on SO(2). Note that it
is even and

∫
R dµZ(µ) = π . TheZ(µ) function is, however, broader than the sinc, less

negative, and is very small—but not strictly zero—at the non-zero integers. The first seven
zeros of the functionZ(µ), for µ > 0 are:

1.1719, 1.6066, 2.0781, 2.5619, 3.0513, 3.5438, 4.0384.

They can be compared with the zeros of the function sinc 2πµ, which occur for integer and
half-integer values ofµ.

Because of its sesquilinearity, the marginal distribution (4.15) of Schrödinger cat states
φ+ χ contains three terms:

M(φ+ χ|q, α) = M(φ|q, α)+M(χ|q, α)+ 2ReM(φ,χ|q, α). (4.16)

The first two terms are the Wigner function of the constituent states of the cat, while
the third, termed thesmile of the cat state, bears their Moiré pattern, a highly oscillating
region between the two due to their mutual inteference. In figure 7 we show the Wigner
functions of cat states composed of two Gaussian wavefields. In figure 7(a) the cat state is
e−(m−m0)

2/2ω + e−(m+m0)
2/2ω, i.e. two parallel Gaussians centred at±m0; the smile exhibits
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Figure 5. Marginal distribution on the cylinder of the Wigner function of Gaussian vectors (4.7),
centred atm0 = 0 and directionα = 0, of width ω. (a): ω = 0.1 (a very broad Gaussian—
almost a plane wave of definite directionα = 0). (b) ω = 1 (the Gaussian wavefield composed
of the initial values in figure 3(a) and normal derivatives in figure 3(b)). (c) ω = 10 (a very
narrow-waisted Gaussian—almost a localized state atm0 = 0).

groves (‘teeth’) along the axis of the cylinder, with the highest oscillations inα around
the midpointq = 0. In figure 7(b) the cat state consists of two Gaussians with the same
centre and waist, but differing by their angles:(eimα1 + e−imα2)e−m

2/2ω; the smile now has
its teeth across the cylinder axis, with highest oscillations inq, at the angle bisecting the
two Gaussian beams.

Integration of the cylinder marginal distribution (4.15) over anglesα ∈ S1 produces
a marginal distribution in positionq alone. Further integrating the marginal distribution
(4.15a) over

∫ k
0 r dr . . ., we obtain

M(φ,χ|q) =
∫
R2

dp dhW(φ,χ|q, p, h) = 8π2
∑
m∈Z

φ∗mZ(m− q)χm. (4.17)

This may be compared with the SO(2) Wigner function in equation (2.5): they are different,
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Figure 6. The functionZ(µ) in (4.15b) (full curve) compared with the function sinc 2πµ
(broken curve), normalized to the same value at the maximumµ = 0.

indicating that the latter is not simply a restriction of the former. Finally, integrating (4.17)
over

∫∞
−∞ dq . . ., gives

M(φ,χ) =
∫
R3

dq dp dhW(φ,χ|q, p, h) = 8π3(φ,χ)`2(Z). (4.18)

4.6. Euclidean covariance of the Wigner function

When discrete wavefields, such as those of figures 3, are subject to Euclidean
transformations, their Wigner function will transform covariantly according to equation (1.6).
Meta-phase space(q, p, h) will follow the adjoint representation (3.4)–(3.7) ofE2.

Rotations generated byQ will multiply the components of the stateψm by phases eimβ ;
they will rotate its Wigner function (4.14) byα → α + β around theq-axis, and similarly
for the marginal distribution (4.15). On the other hand, movement of theq-line of sensors
along thez-axis generated byH and given in (4.6), corresponds to

W(φ(z),χ(z)|q, p, h) = W(φ(0),χ(0)|q + zh, p, h) (4.19)

i.e. a linear slant in theq–h plane. UnderP -evolution, the slant is in theq–p plane. These
transformations map 1:1 the surface of each cylinder (p2+ h2 = constant) onto itself.

The marginal distributionM(ψ|q, α) in (4.15), is geometrically covariant under
rotations, but translations alongz will smear the function inq, maximally in theα = 0
direction. In figures 5 and 7, it will broaden the Gaussian peaks of the Wigner marginal
distribution; their waist will be now off thez = 0 line.
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Figure 7. Marginal distribution on the cylinder of the Wigner of Schrödinger cat states composed
of two Gaussian vectors (4.7). (a) Two parallel narrow Gaussian beams separated in position.
(b) Two overlapping wide Gaussian beams at different angles.

5. Wigner function for Helmholtz and polychromatic wavefields

In this section we shall use the realization of the Euclidean group (3.2) on the circle in
momentum space and (3.3) in the plane. The first corresponds to the Helmholtz model of
2π monochromatic optics of wavenumberk, and the latter to the continuum of wavenumbers
k ∈ R+ for colour wave optics. Although both of these closely related models have been
subject to group-theoretical analysis as wave theories overN -dimensional Euclidean groups
[8, 10], the Wigner function is introduced here for the first time.

5.1. The Helmholtz model of Euclidean optics

TheE2 quadratic invariant operator (4.4) for functions in the unirrepk ∈ R+, is(
∂2

∂x2
1

+ ∂2

∂x2
2

)
9(k)(x1, x2) = −k29(k)(x1, x2). (5.1)

As is well known, square-integrable solutions of the Helmholtz equation (5.1) and their
L2(R2) limit points, have a two-dimensional Fourier transform with support on the circle
of radiusk, namely

9̃(k)(r sinθ, r cosθ) = Fx→r9(k) = k−1δ(k − r)ψ(k, θ). (5.2)

Thus, the Helmholtz wavefields are described by complex functions on the circle,
ψ(k, θ) ∈ L2(S1), for fixed k. Given a functionψ(k, θ) on the circle, itswave synthesisis

9(k)(x1, x2) =
∫
S1

dθψ(k, θ)exp(ik[x1 sinθ + x2 cosθ ]). (5.3)



3892 L M Nieto et al

Such solutions to (5.1) are said to be ofoscillatory type (exponential solutions cannot be
represented in this way). The inverse transform to(5.3), its wave analysis, can be given in
terms of values and normal derivatives of the field at a line screenx2 = 0 [8, 10], by

ψ(k, θ) = τ

2

√
k

2π

∫
R

dx1

(
9(k)(x1, 0) cosθ + 1

ik

∂9(k)(x1, x2)

∂x2
|x2=0

)
exp(−ikx1 sinθ).

(5.4)

The action of an element of the Euclidean group on a Helmholtz wavefield9(x1, x2)

consists of rigid translations and rotations of the opticalx1, x2-plane. Correspondingly, on
the representative functions on the circleψ(θ), the realization (3.2) holds and its action
consists of geometric and ray (phase) transformations,

g {ρ; s}ψ(k, θ) = exp(ik[s1 sin(θ + ρ)+ s2 cos(θ + ρ)])ψ(k, θ + ρ). (5.5)

As long as we have a definite value ofk we are in the Helmholtz model, and will omit this
unirrep label from the notation. It will be recovered in section 5.5.

5.2. Wigner operator and function on Helmholtz fields

The action of the Wigner operator (3.9) on functions on the circle (5.4) can be written as
follows

W(q, p, h)ψ(k, θ) =
∫
S1

dρ
∫
R2

d2se−iρq × exp(is1[k sin(θ + ρ)− 1
2ρ(p cot 1

2ρ + h)])

× exp(is2[k cos(θ + ρ)− 1
2ρ(h cot 1

2ρ − p)])ψ(k, θ + ρ)

= 4π2

r

∫
S1

dρ sinc2 1
2ρe−iρqδ(r − k sinc 1

2ρ)δ(θ − α + 1
2ρ)ψ(k, θ + ρ). (5.6)

In the last expression we use again the parametrization(p, h) = (r sinα, r cosα) = r[r, α]
and we encounter again the two roots±ρ0 = 2arcsinc(r/k) of (4.13), and employ the same
arguments to use the main part of the sinc function.

Now the Wigner function can be built from (1.3a), (5.6), and theL2(S1) inner product.
The δ’s eliminate all integrals and the Wigner function reduces to

W(φ, χ |q, r[r, α]) = Vk(r)[e−iρ0qφ(k, α− 1
2ρ0)

∗χ(k, α+ 1
2ρ0)

+e+iρ0qφ(k, α+ 1
2ρ0)

∗χ(k, α− 1
2ρ0)] (5.7a)

Vk(r)


8π2

k2

sin 1
2ρ0

sinc 1
2ρ0− cos1

2ρ0
= 4π2

k2

ρ0r

r − k cos1
2ρ0

r < k

0 r > k

(5.7b)

and whenr approachesk from below,

lim
r→k−

Vk(r) = 1√
k − r

24π2

√
6k3/2

. (5.7c)

We observe that this Wigner function has the same general form as the common QM Wigner
function—but with no integral.

The Helmholtz and discrete optics models are related by expansion (2.7) of the functions
on the circle in Fourier series. The basis of localized wavefunctions of the discrete model
ψ(m0) (eigenfunctions ofQ with eigenvaluesm0 ∈ Z) are represented by a Kroneckerδm,m0

in the discrete model; on the circle they are periodic functions(2π)−1/2eim0θ , corresponding
to multipolar solutions in the Helmholtz optical plane (involving Bessel functions of index
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m0 in kr [6]). Plane waves in the Helmholtz model, of directionθ0 (eigenfunctions ofP
andH with eigenvaluesk sinθ andk cosθ respectively), areδ(θ − θ0) on the circle; in the
discrete model they are vectors with components eimθ0. Indeed, through Fourier series, from
(5.7) we find the Wigner function for the discrete optics model (4.10)–(4.14).

5.3. Marginal distribution on the cylinder

The projection (marginal distribution) of the Wigner function on the cylinder in the
Helmholtz model is amenable to an analysis, parallel to that of the discrete optics model (in
particular, the analysis we made following equation (4.13)). It is of a simpler form because
it uses complex functions on the circle.

We integrate over the radiusr in the (p, h)-plane to obtain the Wigner marginal
distribution on the cylinder(q, α). It is

M(φ,χ|q, α) = 4π2
∫ 2π

−2π
dρ(sinc 1

2ρ)
2φ(k, α − 1

2ρ)
∗e−iρqχ(k, α + 1

2ρ) (5.8)

and can be compared with (4.15). The form of the arguments is familiar from QM (cf (1.8)).
Observe the extra factor(sinc 1

2ρ)
2, which is 1 at the centre of the interval and decreases

to zero at the edges.
Rotation and translation of Helmholtz wavefields are geometric and phase

transformations of the functions on the circle (5.5). Under Euclidean transformations, the
Wigner function obeys covariance, as in section 4.5: the cylinder will rotate and slant.
However, thedynamics of the discrete optics and Helmholtz models are different: in
the former, the evolution Hamiltonian is thez-translation generatorH ; in the latter,time
evolution of a Helmholtz field multiplies the wavefunctions by the phase exp(ickt), wherec
is the speed of the wave in the medium. The Helmholtz Wigner function (5.7) and marginal
distribution (5.8) are insensitive to such phases, so they will be constant in time.

In particular, corresponding to the Gaussian vectors (4.7), we have the Jacobi theta
functions over the circle [7],

0ω(θ) = 1

2π
ϑ3

(
1

2
θ, e−1/2ω

)
= 1√

2π

∑
m∈Z

exp(−m2/2ω + imθ). (5.9)

By (5.2) and (5.3), the Helmholtz Gaussian wavefields are, in polar coordinates,

0(k)ω (x sinξ, x cosξ) = 1√
2π

∞∑
m=0

e−m
2/2ωJm(kx) cos(m(ξ + 1

2π)). (5.10)

The Wigner functions shown in figures 5 and 7 correspond to such waveforms.

5.4. Polychromatic wave optics

Solutions to the two-dimensional wave equation include all wavenumbersk ∈ R+ and the
wavefunctions are generalized sums of solutions to Helmholtz equations with this range of
k with measurek dk. They arepolychromaticand can be written as (5.3), integrated over
k, i.e.

9(x1, x2; t) =
∫ ∞

0
k dk9(k)(x1, x2)e

−ikct =
∫
R2

d2k9̃(k)ei(x·k−kct). (5.11)

Here 9̃(k[k, θ ]) = ψ(k, θ) is the same as in (5.2) and transforms as (5.5), but withk a
‘living’ colour parameter.
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As we remarked before, theE2 Wigner operatorWE2(q, p, h) in (3.9) commutes with
the quadratic invariant operator of the Euclidean algebra (4.5). When we form theL2(R2)-
inner product between twopolychromatic wavefields (5.11), their Wigner function will
decompose into the integral over Helmholtz Wigner functionsk,

WE2(Φ,Ψ|q, p, h) =
∫ ∞

0
k dkW(k)(Φ(k),Ψ(k)|q, p, h). (5.12)

The integral can be performed most easily overk on the last expression of (5.6), thus fixing
the unirrep tok = r/ sinc 1

2ρ; this cancels the measure (5.8), and we obtain the Euclidean
Wigner function of the polychromatic model in the form

WE2(Φ,Ψ|q, r[r, α]) = 4π2
∫ 2π

−2π
dρφ(r/ sinc 1

2ρ, α − 1
2ρ)
∗e−iρqψ(r/ sinc 1

2ρ, α + 1
2ρ).

(5.13)

The value of the Wigner function at the pointr[r, α] is thus expressed as a line integral in
the wavenumber plane, on which it takes the prototypical form of the QM Wigner function
(1.8).

6. Concluding remarks

The QM Wigner function (1.8) has been very useful to visualize processes in position-
momentum phase space. Paraxial optics and acoustics are also served well by this Wigner
function formalism: a linear beam can be processed by purely optical means to produce
an image whose intensity is the overlap between the Wigner functions of the signal
(in R) and that of the window [11]; the Wigner function (1.8) also carries holographic
information of the object beamψ with respect to the reference beamφ [12] in its marginal
distribution on position. The Wigner function formalism presented here describes wide-
angle, 2π wavefields in two-dimensional elastic media by a Euclidean Wigner function that
satisfies the desirable properties of Wigner quasiprobability distribution functions. These are:
covariance, the overlap formula, and the basic sesquilinearity that provides the Schrödinger
cat states with a smile function.

The Wigner operator and function [3, 4], separate clearly between the geometry given
by the group, and the dynamics implicit in the model. Among the groups studied so far,
the Euclidean group is of special interest: it is a contraction of the (SU(2) cover of the)
rotation group, and it contracts to the Heisenberg–Weyl group in the paraxial limit; it has
two non-equivalent subgroups associated with continuous and discrete models, governed
by differential and difference equations, respectively. For discrete signals, in particular,
the Wigner function formalism provides a new understanding of classical observables of
position and momentum. For wave phenomena it yields a picture incorporating both the
wavenumber (Fourier transform of the field) and the wavefield localization on the screen.
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